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Abstract The increasing threat of counterfeit electronic
components has created specialized service of testing,
detection, and avoidance of such components. How-
ever, various types of counterfeit components – recycled,
remarked, overproduced, defective, cloned, forged docu-
mentation, and tampered – pose serious threats to supply
chain. Over the past few years, standards and programs have
been put in place throughout the supply chain that outline
testing, documenting, and reporting procedures. However,
there is little uniformity in the test results among the various
entities. Currently, there are no metrics for evaluating these
counterfeit detection methods. In this paper, we have devel-
oped a detailed taxonomy of defects present in counterfeit
components. Based on this taxonomy, a comprehensive
framework has been developed to find an optimum set of
detection methods considering test time, test cost, and appli-
cation risks. We have also performed an assessment of all
the detection methods based on the newly introduced met-
rics – counterfeit defect coverage, under-covered defects,
and not-covered defects.
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1 Introduction

Counterfeiting of integrated circuits (ICs) has become a
major challenge due mainly to deficiencies in the existing
test solutions. Over the past few years, numerous reports
[44] have pointed to the counterfeiting issues in the electron-
ics component supply chain. The most recent data provided
by Information Handling Services Inc. (IHS) shows that
reports of counterfeit ICs have quadrupled since 2009 [6].
The Senate Armed Services public hearing on this issue and
the subsequent report clearly identified counterfeit detection
as a major issue to address [48, 49]. Counterfeit compo-
nents are of great concern to the government and industry
because of – (i) their reliability issues, and (ii) potential sys-
tem failures or malfunctions that can cause mission failures
[45].

Counterfeit ICs enter the component supply chain mostly
through recycling and remarking [21]. The components are
taken off of the scrapped boards, cleaned, remarked, and
then sold on the open market as new. In the United States
only 25 % of electronic waste was properly recycled in
2009 [47]. That percentage is even lower in other coun-
tries. This huge resource of e-waste provides counterfeiters
with the necessary fuel to build up an extremely large sup-
ply of raw materials for counterfeiting. Moreover, due to
the globalization of the semiconductor industry and the pro-
hibitively high cost required to create foundries [30], the
design houses no longer fabricate, package and test their
designs. They give the contract to the foundries for the
fabrication of wafers/dies and assembly companies for IC
packaging and testing. The foundry/assembly, however, can
ship defective, out-of-spec, or even over-produced chips to
the black market without the design house’s knowledge.
Along with this, the counterfeiters can clone the ICs (some-
times it might be substandard if not tested properly) by
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using illegally obtained IPs or through reverse engineering
which eventually make the design house suffer by losing its
revenue and reputation [43].

We believe that research in detecting counterfeit elec-
tronic components is still in its infancy. Currently, there is
a minuscule research exists in this field. There are only few
standards in place to provide the guidance for the detec-
tion of counterfeit components [9, 19, 34]. These standards
apply to those electronic components that are already cir-
culating in the supply chain (mainly obsolete and active
components). The obsolete components are no longer being
manufactured and active components are being fabricated
based on the previous design and developed masks. On the
other hand, design for counterfeit prevention mechanisms
can be implemented on new components by – (i) adding
the anti-counterfeiting mechanism using on-chip sensors
for measuring chip usage [50, 52–54], (ii) creating physi-
cally unclonable functions by generating a unique ID for
each chip [4, 24, 25, 32, 40], (iii) creating a set of secu-
rity protocols (hardware metering) that enable the design
house to achieve the post-fabrication control of the pro-
duced ICs [22, 23], and (iv) applying a coating of plant
DNA on the package [29]. However, we cannot implement
these anti-counterfeit measures in these obsolete and active
components as we cannot change the designs (e.g., masks).

In this paper, our focus is on the assessment of all coun-
terfeit detection methods which mostly address the detec-
tion of the majority of components circulating in the supply
chain. Today’s counterfeit detection methods pose a distinct
challenge to original component manufacturers (OCM),
original equipment manufacturers (OEM), and test labs, and
an urgent assessment of these methods is extremely nec-
essary. First, most of the counterfeit detection methods are
destructive. Sample preparation is extremely important as
it directly relates to test confidence. If a few counterfeit
components are mixed with a large batch, the probability
of selecting the counterfeit one is extremely small. Second,
the test time and cost are the major limiting factors. Third,
the equipment used for the physical inspection of such parts
(e.g., scanning electron and acoustic microscopy (SEM or
SAM)) is not custom designed to detecting counterfeit parts,
resulting in large timing overheads. Fourth, the tests are
done in an ad-hoc fashion with no metrics for quantifying
against a set of counterfeit types, anomalies, and defects.
Most of the tests are carried out without automation. The
test results mostly depend on subject matter experts (SMEs).
The decision-making process is entirely dependent on these
operators (or SMEs), which is, indeed, error prone. A chip
that might be considered counterfeit in one lab could be
marked authentic in another. This was proven by a test run
by SAE G-19A, Test Laboratory Standards Development
Subcommittee [35], which found that some labs reported the
chip as counterfeit and other labs as authentic [7].

To address the above issues, in this paper, we have
developed a comprehensive framework to help assess the
effectiveness of existing counterfeit detection methods. Our
contributions include:

(i) Development of taxonomies: We develop a detailed
taxonomy of the defects present in counterfeit ICs. To
the best of our knowledge, this is the first approach
to analyzing counterfeit components considering the
vulnerabilities in the electronic component supply
chain. We develop a taxonomy for counterfeit types to
analyze supply chain vulnerabilities. Our counterfeit
method taxonomy describes all the test methods cur-
rently available for counterfeit detection. This paper
mainly focuses on test technologies targeted at coun-
terfeit parts already on the market (known as obsolete
and active parts).

(ii) Development of metrics for evaluating counterfeit
detection methods: We introduce counterfeit defect
coverage (CDC) as an assessment metric for coun-
terfeit detection methods. We also develop under-
covered defects (UCDs) and not-covered defects
(NCDs) as part of the assessment metric.

(iii) Development of a method selection algorithm: We
propose a model to recommend a set of tests for max-
imizing the test coverage (CDC). This model is built
on the confidence level matrix, which represents the
effectiveness of a method to detect a particular defect.
This is the first attempt to cumulatively address the
assessment of all test methods in a data-driven man-
ner. This model also takes feedback from the subject
matter experts.

(iv) Assessment of detection methods: We contribute to
the assessment of existing counterfeit detection meth-
ods using our proposed CDC model and the newly
developed metrics mentioned above.

The rest of the paper is organized as follows. In Section 2
we describe different types of counterfeits polluting the sup-
ply chain. A taxonomy of counterfeit detection methods is
presented here as well. Section 3 introduces a detailed tax-
onomy for the defects and anomalies that are typical of
counterfeit components. We then assess the detection meth-
ods in Section 4. We present our proposed algorithm to find
the optimum set of tests required to maximize test coverage.
The experimental results are shown in Section 5. Section 6
concludes the paper.

2 Taxonomies: Counterfeit Components and Detection
Methods

Today, various types of counterfeit components enter the
electronic component supply chain that must be segregated
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from the genuine components through inspections and tests.
In this section we will first catalog all types of counter-
feit components and then present the currently available
methods for counterfeit detection.

2.1 Taxonomy of Counterfeit Components

A counterfeit electronic component - (i) is an unauthorized
copy; (ii) does not conform to the original OCM design,
model, and/or performance standards; (iii) is not produced
by the OCM or is produced by an unauthorized contractors;
(iv) is an off-specification, defective, or used OCM product
sold as new or working; or (v) has incorrect or false mark-
ings and/or documentation [46]. Based on the definition
above and analyzing supply chain vulnerabilities, we clas-
sify counterfeit types into seven distinct categories [16–18]
which is shown in Fig. 1.

The most widely discussed counterfeits are the recycled
and remarked types. It is reported that in today’s supply
chain, more than 80 % of counterfeit components are recy-
cled and remarked [21]. The recycled components may
be have significant performance degradation or be com-
pletely nonfunctional due to aging or mishandling. The
remarked components are also of two types – parts taken
from a scrapped printed circuit board (PCB) or new parts
are remarked to upgrade the component, for example, from
commercial grade to industrial or defense grade. In over-
production, any untrusted foundry/assembly that has access
to a designer’s IP now also has the ability to fabricate ICs
outside of contract. They can easily sell excess ICs on the
open market. These parts may not be tested under the condi-
tions set by the designer before being shipped to the market.
The other variation of an untrusted foundry sourcing coun-
terfeit parts is an out-of-specification (spec) or a rejected
(here called defective) part being sold instead of destroyed.
A cloned component is an unauthorized production without
a legal IP. Cloning can be done in two ways – by reverse
engineering and by obtaining IPs illegally. Forged documen-
tation may include certifications of compliance for some
standards or programs, or a revision history or change-log
of a component. The final category of counterfeit is the tam-
pered type. Tampering can be done during any phase of the
life cycle of a component. It can either be in the die level
(“hardware Trojan”) or package level. The tampering can be

done during design and fabrication. Tampered components
can potentially leak valuable and sensitive on-chip stored
information to the counterfeiter or act as a silicon time bomb
in the field [20, 42, 43]. In this paper, we will not focus on
the last two types of counterfeit components, as they pose a
different set of challenges for their detection.

2.2 Taxonomy of Detection Methods

The components must go through a detailed acceptance test
before being used in the system to ensure that they meet
the quality and reliability requirements and that they are
authentic, especially when they are used in critical applica-
tions. In this section, we will discuss all methods currently
available for the detection of counterfeit components. They
are broadly classified into two types – physical and electri-
cal methods. Figure 2 represents the taxonomy of detection
methods, M1 through M21. Mi–j represent sub-category j in
method Mi.

Physical methods are mostly performed to verify the
physical and chemical/material properties of the compo-
nent to detect the physical counterfeit defects (in Section 3)
during the authentication of a component. These meth-
ods are classified into four major categories: (i) Incom-
ing Inspection: All the components are strictly inspected
and documented by incoming inspection. All the easy-to-
detect defects and anomalies related to the component are
inspected carefully. The exterior part of the component is
examined by low power visual inspection (generally less
than 10X magnification) while the interior part is analyzed
by X-Ray imaging. (ii) Exterior Tests: The exterior part
of the package and leads are analyzed by exterior tests.
These tests are used to detect the defects related to the exte-
rior parts of the components. In blacktop testing, acetone
or dynasolve is applied to test part’s marking permanency.
In microblasting, various blasting agents with proper grain
sizes are bombarded on the surface (package) of the compo-
nent and the materials are collected for analysis. Hermiticity
Testing is a special type of package analysis specific to her-
metically sealed parts that tests the hermetic seal. Scanning
acoustic microscopy (SAM) is one of the most efficient,
though expensive, ways of studying the external and inter-
nal structure of a component. For example, if the component
is damaged during the counterfeiting process, the cracks
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Counterfeit Detection Methods

Physical

M3-8: Exterior
Tests

Electrical

M20: Burn-
In Tests

M1-2: Incoming
Inspection

M1: Low Power
Visual Inspection
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Testing
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Analysis
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Testing

M7-12:
Interior Tests

M8: Scanning
Electron
Microscopy (SEM)

M13-17: Material
Analysis

M13: X-Ray
Fluorescence
(XRF)

M14: Fourier
Transform
Infrared Spec. (FTIR)

M15: Ion
Chromatography
(IO)

M16: Raman
Spectroscopy

M17: Energy
Dispersive
Spectroscopy (EDS)
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Tests
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M18-4: Output
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M18-5: Output
Drive Current Test
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M18: AC
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M21: Structural
Tests
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Delay Fault Test

M21-1: Stuck-at
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Tests
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M19:
Microprocessor

M19-1:
MARCH Test

M19-2: Functional
Fmax Analysis

M2: X-Ray
Imaging

M5: Package Confg.
and dimension
Analysis

M11: Die Shear
(Hermetic
Devices)

M10: Wire Pull

M12: Ball Shear
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Inspection

M7: Scanning
Acoustic
Microscopy (SAM)

M8: Scanning
Electron
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Fig. 2 A taxonomy of counterfeit detection methods

and other anomalies will be detected by this method. (iii)
Interior Tests: The interior tests are used to detect the inter-
nal defects and anomalies related to die and bond wires.
For interior tests, one needs to decapsulate/delid the chip
first. The inspection of the internal structure, top surface
of a die, bond wires, or metallization traces etc., of an
electronic component are performed. The integrity of the
bonds with the die is tested using the wire pull test. Die
attach integrity is verified by using a die shear test. A
ball shear test is applied to verify the ball bond integrity
at the die. In scanning electron microscopy (SEM), the
images of die, package, or leads are taken by scanning it
with a focused beam of electrons. If there is an anomaly
present in it, it can easily be detected by SEM. (iv) Mate-
rial Analysis: The chemical composition of the component
are verified using material analysis. The defects related to
the materials of the package and leads are tested by using
these methods. This category includes X-Ray fluorescence
(XRF), energy dispersive x-ray spectroscopy (EDS), Fourier
transform infrared spectroscopy (FTIR), etc.

Electrical test methods are mostly applied to verify
the correct functionality and performance of a component.
Common electrical tests include: (i) Parametric Tests: These
tests are performed to measure the electrical parameters of
a chip [5, 31, 38]. During the counterfeiting process (recy-
cling, remarking, etc.) the DC and AC parameters of the
component may shift from its specified value (mentioned on
the datasheet). After observing test results from a parametric
test, a decision can be made as to whether or not a compo-
nent is counterfeit. Detailed descriptions of each test can be
found in [5]. (ii) Functional Tests: Functional tests are the
most efficient way of verifying the functionality of a compo-
nent. MARCH tests [5, 27, 41] can be applied for counterfeit

detection. Functional fmax analysis can be implemented
to detect counterfeit microprocessors. (iii) Burn-In Tests:
The device is operated at an elevated temperature to simu-
late a stress condition to find infant mortality failures and
unexpected failures to assure reliability [10, 11], and (iv)
Structural Tests: Structural tests are designed to detect the
manufacturing defects efficiently using scan structure [12,
13, 37]. It can be useful to detect the defects present in
out-of-spec/defective counterfeit components if the access
to scan chains in digital ICs is provided and the netlist for
the circuit is given.

3 Counterfeit Defects

The detection of a counterfeit component is a complex
problem that requires a comprehensive assessment of all
currently available detection methods. To achieve this, in
this section, we present a detailed taxonomy of the defects
and anomalies present in the counterfeit parts (described in
Section 2). The objective of developing this taxonomy is to
evaluate each test method presented in Section 2.2 based
upon their capability of detecting defects. Figure 3 presents
the classification of these defects identified in all different
counterfeit types. The defects are broadly classified into two
categories, physical and electrical.

3.1 Physical Defects

Physical defects are directly related to the physical proper-
ties of the components. They can be classified as exterior
and interior defects depending on the location of the defect
related to the packaging. They are classified as follows.
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Defects

Physical Electrical

Exterior Interior Parametric Manufacturing

Packaging/
Shipping

D1: Invalid Lot
Code

D2: Invalid OEM
Shipping Labels

D3: Invalid OEM
Packaging

D4: No ESD
Bags for ESD
Sensitive
Devices

D5: Missing/
Forged
Paperwork

D6: Multiple
Date Codes
within a Lot

D7: Part
Orientation
within
Packaging

D8: Missing/
incorrect MSD
Indicators

Leads/Balls/
Columns

D9: Dents

D10: Re-tinned

D11: Incorrect
Dimensions

D12: Wrong
Materials

D13:
Contamination

D14: Oxidation/
Corrosion

D15: Color
Variations

D16: Tooling
Marks

D17: Misaligned/
missing Balls/
Columns

D18: Distorted/
Non-uniform
Balls/Columns

Package

D19: Invalid
Lot/Date/
Country Code

D20: Sanding /
Grinding
Marks

D21: Markings

D22: Burned
Markings

D27: Dirty Cavities

D28: Incorrect
Dimensions/ Weight

D29: High Fine/Gross
Leak (Hermetic)

D30: Package Mold
Variations

D23:Ghost
Markings

D24: Color
Variations/Fade

D25: Improper
Textures

D31: Corrosion

D32: Contamination

D26: Extraneous
Markings

Bond Wires

D34: Missing
Wires

D35: Poor
Connection

D36: Broken
Wires

D37: Poor/
Inconsistent
Lead Dress

D38: Double
Wire Bonds

Die

D39: Missing Die

D40: Wrong Die

D41: Delamination

D42: Gross Cracks

D43: Improper Die
Markings

D44: Die Damage/
Extraneous
Markings

D45: Transistor
Vth Variation

D46: TDDB

D47: Resistive
Open / Short

D48: Out-of-spec
Leakage Current

D49: Out-of-spec.
Transient Current

D51: Delay Defects

D50: Incorrect
Temp. Profile

Process

D52: Missing
Contact
Windows

D54: Oxide
Break-down

D55: Parasitic
Transistors

D53: Misaligned
Window

Material

D56: Fine
Cracks

D57: Crystal
Imperfection

D58: Surface
Impurities

D59: Improper
Materials
(Seals, Epoxies,
Dielectrics, etc)

Package

D61: Contact
Degradation

D62: Seal Leaks

D64: Mechanical
Interfaces:
Intermetallic Growth

D63: Electromigration

D65: Mechanical
Interfaces: Fatigue

D60: Surface
Passivation and
Corrosion

D33: Package Damage

Fig. 3 A taxonomy of defects and anomalies present in counterfeit electronic components

1) Exterior Defects: Exterior defects are classified into
three major categories:

(i) Packaging/Shipping: The most obvious defects
will be ones that are associated with the packag-
ing or shipping. An invalid lot code should be a
red flag that the part is a counterfeit. This code
should be checked with the OCM or OEM to
ensure that it is authentic. OEMs and OCMs both
have their own shipping labels and packaging
with company logos and other relevant informa-
tion. If any of this is invalid or missing then the
component is likely forged. If an electrostatic dis-
charge (ESD) sensitive device ships without any
ESD protection then it is a sign that the distrib-
utor does not do much quality control, and it is
also likely that the counterfeit part can come from
them. Similarly, if a moisture sensitive device
(MSD) is shipped without any MSD indicators,
it may be a clear indication that it is a suspect
part. Multiple date codes within a lot may also
lead an entire lot to be counterfeited. Large orders
of parts will either ship with test results or have
them available for review from the OCM. If these
are missing or appear forged, the parts should be
flagged for further review.

(ii) Leads/Balls/Columns: The leads can provide
much information about the IC, e.g., whether
it was previously used, cloned, etc. Physically,
leads should adhere to datasheet specifications,
including straightness, pitch, separation, etc. The
final coating on the leads should be consistent
throughout the entire lot as well. Leads should
also have a consistent elemental construction.
Defects due to wrong materials would be use of
the incorrect material. For example, if a part plat-
ing was supposed to be nickel and it is actually
tin, then the wrong material was used. If there
is contamination, then the plating may be cor-
rect, but it has organics all over it. The color
variations of the lead may also be a sign of
counterfeiting. If some leads appear to have a
darker or duller finish, it could be a sign that
they have been soldered or removed from a pre-
vious printed circuit board. There may be oxi-
dation/corrosion on the lead due to the harsh
recycling process. Missing tool marks on the lead
may be an indication of a used component as the
replating covers those tool marks during recy-
cling. Finally, distorted/misaligned/non-uniform
balls and columns indicate a counterfeit part.
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(iii) Package: The package of an IC can reveal signif-
icant information about the authenticity of a chip.
As this is the location where all model numbers,
country of origin, date codes, and other infor-
mation are etched, counterfeiters will try to be
especially careful not to damage anything and
keep the package looking as authentic as pos-
sible. Any invalid date/lot/country codes are an
indicator that the part is counterfeit. If the pack-
age exhibits any external sanding or grinding
marks, it has likely been remarked. The labels
that are on the package should be permanent and
clean. The markings on a counterfeit part may be
crooked, uneven, or sloppy. The imprecise laser
may also hover over spots too long and cause
burn marks on the package. There are even cases
of misprinted company logos being printed on
parts. Ghost markings, color variations, improper
textures, and extraneous marking on the package
all give a clear indication of a reused or remarked
component.

Cavities in the package are a part of the man-
ufacturing process. Components that have the
same lot codes should all have cavities located
in the same positions. These cavities should
not have any markings or laser-etched lettering
in them. The edges around the cavity should
be sharp and precise. If the edges seem to be
rounded down, it may be an indication that
the package was sanded down for remarking.
Also along those lines, the package itself should
be compared against the datasheet for dimen-
sions, including weight. A more complicated
defect deals with components that are hermeti-
cally sealed. The seal on such component ensures
the it’s correct operation in the environment that
it was designed to operate in. A break in this seal
lead to the failure of the component. The seal of
a hermetic part can be broken by excessive force
or heat, both typical of a crude recycling process.
The final exterior defect includes corrosion and
contamination on the package.

2) Interior Defects: Interior defects can be mainly divided
into two types: bond wire or die-related defects. These
defects are located inside the package.

(i) Bond Wires: The inside of an integrated circuit
contains a die and bond wires in case of wire-
bond packaging. If a bond wire is missing or
broken, the circuit will fail during functional
operation. In defense grade chips, multiple wires
are normally used for a single connection. A
missing wire could result in reduced reliability.

Poor connection is a type of latent defect, where
the component may work normally for a while
before the user experiences any kind of degra-
dation in performance. If under enough environ-
mental stress or if exposed to a large shock (ESD,
for example) the wire itself may be completely
burnt-out. Components that have gone through
the recycling process may have been so mis-
handled that the connection from the bond wire
to the die is broken. When die recovery occurs
and the die is lifted from one package and re-
packaged, the counterfeiters re-ball leaving dou-
ble ball bonds. Double ball bonds are allowed up
to certain amounts for rework, but when all are
double bonded the part is likely counterfeited by
die recovery.

(ii) Die: The missing die defect represents the
absence of a die inside the package of a compo-
nent. Wrong die occurs when the die is different
than what it is expected to be. Due to imper-
fections of fabrication, a die may contain trace
amounts of air between layers of the die. When
heated, these pockets will expand. If there is
enough air present, the die pocket will expand
to the point of delaminating and adjacent con-
nected layers will separate. This is known as
“popcorning” due to the resemblance. This defect
is referred to as delamination. A component that
has gone through a crude recycling process is
subject to extreme changes in temperature and
harsh environments that it was not designed to
withstand. If gross cracks exist in the die, then
the defects come under gross crack category.
There are markings on the die that can help in
proving authenticity when compared to the pack-
age markings. If an inconsistency is present, the
defect belongs to improper die markings. The
die can also be damaged during the recycling
process.

3.2 Electrical Defects

A defect in an electronic system is the difference between
the implemented hardware and its intended design and spec-
ification [5]. Typical electrical defects in a counterfeit IC
can be classified into two distinct categories. They are
parametric defects and manufacturing defects.

1) Parametric Defects: Parametric defects are the mani-
festation of a shift in component parameters due to prior
usage or temperature. A shift in circuit parameters due
to aging will occur when a chip is used in the field
for some time. The aging of a chip used in the field
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can be attributed to four distinct phenomenon which
are becoming more prevalent as feature size shrinks.
The most dominant phenomena are negative bias tem-
perature instability (NBTI) [1, 2, 33, 36, 51] and hot
carrier injection (HCI) [8, 26, 28, 51] which are promi-
nent in PMOS and NMOS devices, respectively. NBTI
occurs in p-channel MOS devices stressed with nega-
tive gate voltages and elevated temperatures due to the
generation of interface traps at the Si/SiO2 interface.
Removal of the stress can anneal some of the interface
traps, but not completely. As a result, it manifests as
the increase of threshold voltage (Vth) and absolute off
current (Ioff ) and the decrease of absolute drain cur-
rent (IDSat ) and transconductance (gm). HCI occurs in
NMOS devices caused by the trapped interface charge
at Si/SiO2 surface near the drain end during switch-
ing. It results in nonrecoverable Vth degradation. These
effects also lead to out-of-spec leakage current and out-
of-spec transient current. Delay defects are also the
direct effect all the parametric variations mentioned
above.

Time-dependent dielectric breakdown (TDDB) [15,
39] is an another effect of aging which irreparably dam-
ages the MOS devices. The MOS devices with very thin
oxide layers are generally subjected to a very high elec-
tric field. The carrier injection with this high electric
field leads to a gradual degradation of the oxide proper-
ties, which eventually results in the sudden destruction
of the dielectric layer. Finally, electromigration [3],
mass transport of metal film conductors stressed at high
current densities, may cause a device to fail over time.
If the two interconnects are close enough, the atoms
migrate and that leads to bridging between these inter-
connects. This may also lead to an open interconnect
due to the apparent loss of conductor metal.

2) Manufacturing Defects: The defects under this cat-
egory come from the manufacturing process. These
defects are classified into three categories - process,
material, and package.

(i) Process: The defects under this category come
from the photolithography and etching processes
during fabrication. The misalignment of photo-
masks and over or under etching results in pro-
cess defects. Missing metal-to-polysilicon win-
dows causes the transistor gate to float. The mis-
aligned windows also affect the current carrying
capability. Due to the over-etched and misaligned
contact windows, parasitic transistor action may
occur between adjacent devices. Electric charge
buildup takes place between the two adjacent dif-
fusions under a sufficient electric field to revert

the layer to a conducting channel and the device
fails.

(ii) Material: These are the defects that arise from
impurities within the silicon or oxide lay-
ers. Crystalline defects in silicon changes the
generation-recombination of carriers and eventu-
ally results in the failure of the device. Crystal
imperfections, surface impurities, and improper
materials come under this category. Fine cracks
in the material are also added to this category.

(iii) Package: The passivation layer provides some
form of protection for the die. Failure occurs
when corrosion causes cracks or pin holes in the
passivation layer. The aluminum layer can eas-
ily be contaminated with the presence of sodium
and chloride and results in an open circuit. The
defects in metallization often result from elec-
tromigration. Intermetallic growth and fatigue in
the bond and other mechanical interfaces are also
results from the metal impurities and tempera-
ture, and they cause the device to fail. Finally,
seal leaks are added to this category.

4 Assessment and Selection of Counterfeit Detection
Methods

The detection of counterfeit electronic components is still
in its infancy, and there are major challenges that must be
overcome in order to deploy effective counterfeit detection
methods. We must also make every attempt to stay ahead
of the counterfeiters to prevent a widespread infiltration
of such parts into our critical infrastructures by increas-
ing confidence level in detecting counterfeit components.
To achieve this, current test technologies must be compre-
hensively assessed and their effectiveness must be carefully
evaluated. One set of tests may be effective at detecting
counterfeit defects in a specific type of component (e.g.,
microprocessors, memories, etc.) but this same set of tests
may not extend to other component types or components.
In this section, we will assess the available methods for
detecting different counterfeit components and types.

The physical methods can be applied to all component
types. However, some of the methods (e.g., interior meth-
ods, M8 − 12) are destructive and take hours to run. As a
result, such tests are done on a sample of components. On
the other hand, electrical methods are nondestructive and
time efficient compared to physical tests. No sampling is
required and all the parts can be tested. However, electrical
tests do not target all types of components uniformly, e.g.,
the test sets for functional verification of an analog chip is
completely different than its digital counterpart.
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Table 1 shows our comprehensive assessment of all test
methods. Column 1 presents the test methods (from Fig. 2).
Columns 2 to 6 present counterfeit types (from Fig. 1). The
entries in Columns 2 to 6 list all the possible defects (dis-
cussed in Section 3) that the methods can detect. Here we
use the defect numbers Di − j instead of mentioning their
complete names. For example, low-power visual inspection
(LPVI) can detect all packaging/shipping defects (D1 − 8).
In addition, the majority of defects from leads/balls/columns
and package (D9 − 10, D15 − 16, D19 − 27, D30,

and D33) can be detected by this test method. These
defects are present mostly in the recycled, and remarked
counterfeit types. Defects D1 − 8 are present in other
counterfeit types (overproduced, out-of-spec/defective, and
cloned). The package configuration and dimension analy-
sis method can detect all the dimension-related defects of
leads/balls/columns and package (D11 and D28). These
defects are probably not present in the overproduced and
cloned counterfeit types. That is the reason we put NA in
the corresponding fields. We can proceed with the same
description for rest of the test methods. This table has been
reviewed by industry experts and the members of G19-
A committee. Based on this assessment, we will construct
a confidence level matrix in the following, which is the
building block of our method selection algorithm.

4.1 Method Selection Algorithm

The detection of counterfeit components is a multifaceted
problem, and it requires a set of detection methods to certify
a component as genuine with a desired level of confidence.
We will introduce counterfeit defect coverage (CDC) to rep-
resent the level of confidence for detecting a counterfeit
component after performing a set of tests. In this section, we
will develop a algorithm to find the optimum set of detec-
tion methods that will maximize CDC while considering the
constraints on test time, cost, and application risks.

Table 2 presents the terminologies and their matrix nota-
tion. Matrix M denotes the complete set of test methods
currently available for counterfeit detection. m and n repre-
sent the number of test methods and defects, respectively.
The vector C and T represent the normalized value of test
cost and time, where

∑m
i=1 ci = 100 and

∑m
i=1 ti = 100.

The vector AR stands for application risk. We have consid-
ered application risk in five distinct types – critical, high,
medium, low, and very low from SAE G19-A. We have
assigned a value (0 to 100: AR=[0.95 0.85 0.75 0.65 0.55],
critical=0.95,..., very low=0.55) to each application risk,
where a higher value stands for a higher application risk.

Percent counterfeit component (PCC) represents the
reported percent of counterfeit components present in the
supply chain. This data will be available through the Gov-
ernment Industry Data Exchange Program (GIDEP) since

Table 2 Terminologies used in our proposed method selection
algorithm

Terminology Matrix Notationa

Test Methods M = [M1 M2 . . . Mm]T
Mi ∈ {0, 1} = {Not Selected, Selected}

Test Cost C = [c1 c2 . . . cm]T , where
∑m

i=1 ci = 100

Test Time T = [t1 t2 . . . tm]T , where
∑m

i=1 ti = 100

Counterfeit Defects D = [D1 D2 . . . Dn]T
Application Risks AR = [AR1 AR2 . . . AR5]T ,

AR1: Critical, AR2: High, AR3: Medium

AR4: Low, AR5: Very Low

Percent Counterfeit PCC = [p1 p2 . . . p7]T
Component p1: Recycled, p2: Remarked, . . . ,

p7: Tampered

Counterfeit Defect CD =

⎡

⎢
⎢
⎢
⎢
⎢
⎣

d11 d12 . . . d17

d21 d22 . . . d27

.

.

.
.
.
.

.

.

.
.
.
.

dn1 dn2 . . . dn7

⎤

⎥
⎥
⎥
⎥
⎥
⎦

, where
Matrix

dij ∈ {0, 1} ={Not Present, Present}
And rows and columns represent defects

and counterfeit types respectively.

Defect Frequency DF = CD ∗ PCCT

Target Defect DC = [DC1 DC2 . . . DCn]T
Confidence Level = AR[i] ∗ DF

a[.]T represents the transpose of a matrix [.]

the Government requires all test labs, OCMs, and OEMs
to report all counterfeit incidents [14, 45]. A current report
shows that around 80 % of components belong to recy-
cled and remarked counterfeit types [21]. The counterfeit
defect matrix (CD) represents the defects associated with
each counterfeit type. The rows and columns of CD are the
defects and counterfeit types, respectively. Each entry dij

would be 1 if a defect for a counterfeit type is present, other-
wise this entry would be 0. Defect frequency (DF) is defined
as how frequently the defect is visible in the supply chain.
Defect frequency is one of the key parameters for evalu-
ating counterfeit defect coverage, as the detection of high
frequency defects impacts CDC significantly.

Defect frequency depends on the counterfeit types and
is the matrix multiplication of the counterfeit defect matrix
(CD) and the percent counterfeit component (PCC). The
calculation of defect frequency is a one-time task. Once the
system is in place, the test results, depending on the type
of defects present in the counterfeit component, will update
DF. The application risk has been incorporated into our
technique by introducing a target defect confidence level
(DC) for each defect. This is basically the multiplication of
the application risk and the defect frequency for each defect.
For high-risk applications, the value of DC for a counterfeit
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defect will be higher compared to low-risk applications at
a fixed DF. Based on DC, we will develop under-covered
defects (UCDs), one of our proposed assessment metrics.

One of the important pieces of data used in our test selec-
tion technique is the defect confidence level matrix (X),
which is defined as:

X =

⎛

⎜
⎜
⎜
⎝

1 2 . . . n

1 x11 x12 . . . x1n

2 x21 x22 . . . x2n
...

...
...

...
...

m xm1 xm2 . . . xmn

⎞

⎟
⎟
⎟
⎠

where the rows (1, 2, .., m) and columns (1, 2, .., n) are
denoted as the methods and defects, respectively. Each entry
of the matrix X represents the defect detection capability of
a method, i.e., the confidence level of detecting a defect by
a test method. This matrix is generated with the help of G-
19A group members. Once this model is implemented, each
entry of the X matrix will be updated with the test results.

If two or more methods detect the same defect then the
resultant confidence level will be increased and is given by
the following equation,

xRj = 1 −
ms∏

i=1

(
1 − xij

)
for defect j (1)

where ms represents the number of tests in the recom-
mended test set.

To evaluate the effectiveness of these test methods, it is
of utmost importance to develop a test metric that repre-
sents coverage for detecting counterfeit defects. They are
described as follows:

(i) Counterfeit Defect Coverage: Counterfeit defect cov-
erage (CDC) is defined as the resultant confidence
level of detecting a component as counterfeit after
performing a set of tests, and it is presented by the
following equation:

CDC =
∑n

j=1(xRj × DFj)
∑n

j=1 DFj

× 100 % (2)

The counterfeit defect coverage cannot assess total
risks alone. We have introduced two types of defects –
not-covered defects (NCD) and under-covered defects
(UCD) – for better assessment of the test methods.

(ii) Not-Covered Defects: Defects are called NCDs when
a set of recommended tests cannot detect them. A
counterfeit defect j will be a NCD if xRj = 0 after
performing a set of tests.

(iii) Under-Covered Defects: Defects are called UCDs
when a set of recommended tests cannot provide
the desired confidence level. The defects belong to
this category when the resultant confidence level is

less than the target defect confidence level. Thus the
required condition for a defect j to be a UCD when,

xRj < DCj (3)

The objective of method selection algorithm is to find
an optimum set of methods to maximize counterfeit defect
coverage while considering the constraints of test time, cost,
and application risk. A counterfeit defect can be detected by
multiple methods with different levels of confidence. Thus,
the problem becomes the selection of most suitable methods
to achieve the highest CDC considering these constraints.
The problem can be formulated as:

Select a set of methods MS ⊂ M to Maximize CDC
Subjected to:

xRj ≥ DCj , ∀ j ∈ {1 : n} for critical applications
or

{
M1c1 + M2c2 + . . . + Mmcm ≤ cuser for non-critical
M1t1 + M2t2 + . . . + Mmtm ≤ tuser applications

Algorithm 1 describes the proposed method selection.
It starts with initializing the recommended test set to null.
It then calculates the defect frequency (DF) and the target
defect confidence level (DC). It then prioritizes the defects
by sorting according to DF, as we want to capture high-
frequency defects first to achieve a higher CDC and reduce
the total test cost and time.

Algorithm 1 Proposed method selection

1: Initialize selected methods, MS ← {φ}
2: Specify cost limit set by the user cuser except for critical risk

applications
3: Specify test time limit set by the user tuser except for critical risk

applications
4: Specify application risk, ARk ← user application risk
5: Calculate defect frequency, DF ← CALCULATE(DC, PCC)
6: Calculate defect confidence level, DC ← ARk ∗ DF
7: Sort defects according to defect frequency, D ← SORT (DF)
8: if (application risk = critical) then
9: for (all defect index j from 0 to n in DC) do

10: Sort methods according to xij , M ′ ← SORT (M , X)
11: Calculate xRj , xRj ← CALCULATE (X, M ′)
12: for (all method index i from 0 to m in M ′)) do
13: SELECTMETHODS (X, M ′, xRj , DCj )
14: end for
15: end for
16: else
17: for (all defect index j from 0 to n in DC) do
18: Sort methods according to test time and cost, M ′ ← SORT (M ,

T , C)
19: Calculate xRj , xRj ← CALCULATE (X, M ′)
20: for (all method index i from 0 to m in M ′)) do
21: SELECTMETHODS (X, M ′, xRj , DCj , tuser , cuser )
22: end for
23: end for
24: end if
25: Report MS and CDC, NCDs and UCDs

For critical risk applications, our primary objective is to
obtain the maximum CDC irrespective of test cost and time.
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On the other hand, for low and very low risk applications,
test time and cost are more important than getting the max-
imum CDC. For medium- and high-risk applications, we
can get a higher confidence level by setting a higher test
time and cost limit. For critical applications, SORT() func-
tion (line 10) takes M and X as arguments and sorts them
according to xij and discards the method i when xij = 0.
Equation 1 has been implemented by CALCULATE() func-
tion (line 11). The SELECTMETHODS() function (line 13)
takes xRj and DCj as argument and selects methods until
the condition xRj > DCj is met. If this condition is not
met after iterating all the methods, then the defects belong
to the UCDs and NCDs. For other applications, the SORT()
function (line 18) takes M, T, and C as arguments and sorts
according to linear combinations of ti and ci (0.5ti+0.5ci)
and discards the method i when xij = 0. The resultant confi-
dence level has been calculated by CALCULATE() function
(line 19) by implementing (1). The SELECTMETHODS()
function (line 21) takes xRj , DCj , tuser , and cuser as argu-
ment and selects the methods that require the minimum test
time and cost to achieve xRj > DCj .

5 Results

The simulation results focus on the assessment of test meth-
ods based on the current level of expertise existing in the
field of counterfeit detection. The proposed method selec-
tion algorithm is implemented in a C/C++ environment. We
have accumulated the data for the confidence level matrix
(X), test cost (C), and test time (T) from various test labs
and subject matter experts in collaboration with G-19A. We
have assumed that the test cost and time are constant for all
the applications from critical to very low for a counterfeit
detection method. In this section we will present the sim-
ulation results that correspond to this information received
from two test labs for the comparison study. Because of the
confidentiality agreement we will only present the normal-
ized value of the above test cost, time and confidence level
information.

Figure 4 shows the change of CDC with the increase in
the number of methods. In this experiment, we have consid-
ered critical risk applications as it provides the maximum
CDC irrespective of test time and cost. The x-axis represents
the number of methods in the recommended test set. The
first few methods detect a majority of defects, and the cov-
erage increases rapidly. We can achieve a coverage (CDC)
of around 73 % from the first four methods. As the number
of methods increases, the rate of increase goes down and
eventually reaches to 93.5 % for Test Lab1 and 95 % for Test
Lab1. From the graph, it is clear that the capabilities of the
two labs are similar. However, Test Lab2 provides a slightly
higher CDC compared to Test Lab1.

0.0

10.0

20.0

30.0

40.0

50.0

60.0

70.0

80.0

90.0

100.0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

C
D

C

Test Lab1

Test Lab2

# Detection Methods

Fig. 4 Counterfeit defect coverage vs. number of counterfeit detection
methods (see the sequence in Table 3)

Table 3 shows the recommended test set for critical appli-
cations. We will first describe ten methods for comparing
the capabilities of Test Lab1 and Test Lab2. The first method
is low-power visual inspection (LPVI) as it detects a major-
ity of the exterior physical defects that is common to both
labs. The second recommended method is scanning electron
microscopy (SEM), which mostly detects interior physical
defects. The third and fourth methods are functional and
parametric tests. A majority of electrical defects can be
detected by these two methods. The recommended test set
for Test Lab1 and Test Lab2 is similar except for the struc-
tural tests which result in the increased CDC for Test Lab2.
To achieve a higher test confidence, we need to focus on
developing new test methods with better defect detection
capability. It is also important to balance the tests in the
physical and electrical categories uniformly to cover most
(all if possible) of the defects.

Figure 5 shows the recommended set of tests for low
and high risk applications. We have arbitrarily selected Test
Lab2 to find the recommended test set. For low risk appli-
cation, we consider test time and cost of 15 units each.
The incoming components under tests first go through low
power visual inspection, then functional tests, parametric
tests, X-Ray imaging, X-Ray fluorescence, and finally pack-
age configuration and dimension analysis. For high risk
application, we relax the test cost and time constraint to 50
units each. It is clear from the Fig. 5 that there are few tests,
(e.g., scanning electron microscopy, structural tests, etc.)
added to the recommended list. The test results i.e., CDC,
NCDs and UCDs are shown in the successive figures.

Figure 6 shows the counterfeit defect coverage versus
user specified test time and cost for high risk application.
The test time and cost axis represent the normalized value
of user specified test time and cost, not the actual hour and
dollar value. We have considered equal test time and cost in
the x-axis for this simulation. It is clear from the figure that
the test coverage rises rapidly with test cost and time, as the
first few low-cost tests detect a majority of defects from the
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Table 3 Recommended set of
tests Test Sequence Test Lab1 Test Lab2

1 M1: Low Power Visual Inspection (LPVI) M1: Low Power Visual I nspection (LPVI)

2 M8: Scanning Electron Microscopy (SEM) M8: Scanning Electron Microscopy (SEM)

3 M19: Functional Tests M19: Functional Tests

4 M18: Parametric Tests M18: Parametric Tests

5 M20: Burn-In Tests M20: Burn-In Tests

6 M2: X-Ray Imaging M21: Structural Tests

7 M9: Optical Inspection M2: X-Ray Imaging

8 M3: Blacktop Testing M9: Optical Inspection

9 M17: Energy Dispersive X-ray M3: Blacktop Testing

Spectroscopy (EDS)

10 M13: X-Ray Fluorescence (XRF) M17: Energy Dispersive X-ray

Spectroscopy (EDS)
.
.
.

.

.

.
.
.
.

defect taxonomy (described in Fig. 4). However, the perfor-
mance of Test Lab2 is better than Test Lab1 in a lower time
and cost range as the CDC reaches to around 70 % at a cost
and time of 2.5 unit each, whereas the CDC for Test Lab1
reaches that limit at a cost and time of 11.5 unit each. After
that the performance of both labs becomes similar. We can-
not achieve a CDC of more than 95 % for Test Lab2 and
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M13: X-Ray
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M5: Package
Configuration
and Dimension
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M10: Wire Pull

M11: Die Shear

High RiskLow Risk

Fig. 5 Test sequence for low and high risk application

93.5 % for Test Lab1, even with infinite time and money, as
it reaches an upper bound.

Figure 7 shows how CDC varies with the test cost and
time while considering application risks. The time and cost
values are arranged in increasing fashion, such as, C1 <

C2 < C3 < C4 and T 1 < T 2 < T 3 < T 4. The pair {Ci,
T i} is used as the user specified cost and time when running
the algorithm. The {Ci, T i} value pair is constant for all
application types during this simulation. In this simulation,
We have considered C = [15(C1) 30(C2) 50(C3) 70(C4)]
and T = [15(T1) 30(T2) 50(T3) 70(T4)]. The labels on the
graph represent [K H M L V] = [Critical High Medium Low
Very Low] as five different application risks. The CDCs for
both labs are constant for critical risk applications as the
algorithm does not consider user specified cost and time.
From the graph, it is clear that the CDC does not vary signif-
icantly for other risk applications as we consider the same
test cost and time for all the applications for a detection
method. However, it increases as we relax the test cost and
time constraints (allow more time and expense).
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Fig. 7 CDC vs. test cost and time for different application risks
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Fig. 8 Not-covered defects (NCD) vs. test cost and time for different application risks
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Fig. 9 Under-covered defects (UCD) vs. test cost and time for different application risks
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Figure 8 shows the variation of NCDs with the test cost
and time while considering application risks. The NCDs
for both labs are zero for critical applications as the algo-
rithm targets all defects (no test cost and time constraints).
For other application risks, this number goes down with
increased test cost and time as more methods are added in
the recommended test set. The number of NCDs does not
vary significantly among different application risks with a
particular test cost and time.

Figure 9 shows the variation of UCDs with the applica-
tion risks. The UCDs are constant for both labs for critical
applications as there are no test cost and time constraints
for selecting the methods. The UCDs are higher for critical
applications as it has to satisfy more stringent constraints (3)
compared to other applications. For other risks, this num-
ber goes down with increased test cost and time as more
methods are added in the recommended test set. The num-
ber of UCDs declined significantly from high risk to very
low risk applications with a particular test cost and time as
they satisfy (3).

6 Conclusion

In this paper we have developed a detailed taxonomy of the
defects present in all counterfeit types to assess the currently
available counterfeit detection methods. We have carried out
the assessment by describing these detection methods’ abil-
ity to identify counterfeit defects. We have also introduced
the CDC, NCD, and UCD as the metrics for the assess-
ment of a set of detection methods. We have proposed a
method selection technique considering application risks,
test time, and cost.
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